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- We create functions to label simplicial complexes and show how to

use them in practice.

- Our method was better tan k-NN to classify non easily separated

classes.

- Persistent Homology was determinant to reduce the complexity of

searching space, giving us a robust framework to understand data

shapes and use it for classification.

- We use TDA directly for classification with a 96% accuracy.
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Current TDA+ML: Could incur on

implicit or explicit duplications of

computations.

Classic ML: They are unable to capture

topological informations. Noise, features, and

dimensionality based problems need specific

approaches to be addressed.

Decision boundaries from TDABC (TDA Based Classifier) and k-NN over Iris

Dataset.

Method Acc P R FPR MSE F1

k-NN 0.97 0.92 0.89 0.04 0.10 0.91

TDABC-R 0.96 0.93 0.90 0.06 0.14 0.92

TDABC-A 0.95 0.91 0.88 0.05 0.29 0.90

TDABC-M 0.93 0.88 0.83 0.10 0.57 0.85

Acc: Accuracy

P: Precision

R: Recall

FPR: False Positive Rate

MSE: Mean Squared Error

F1: F1 measure

Comparison Results

Confusion Matrices

METHODOLOGY DETAILS

Step 4: To classify a simplex 𝜎 ∈ 𝐶𝑏𝑖𝑟𝑡ℎ, we defined a propagating

label function Ψ 𝜎 = .𝜏∈𝐿𝑘(𝜎)Ψ(𝜏)ڂ Finally 𝜎 gets the most voted

label from its co-faces: 𝑓 𝜎 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑙∈L(
1

𝐿
σ𝜏∈𝐿𝑘(𝜎) ℐ(Ψ 𝜏 == 𝑙))

with L the label set and ℐ the indicator function which returns 0 or 1.

Step 3: Three selection functions for persistent intervals were developed:

𝑀𝑎𝑥𝐼𝑛𝑡 𝐷 = argmax
𝑑∈𝐷

(𝑙𝑖𝑓𝑒(𝑑)), 𝑅𝑎𝑛𝑑𝐼𝑛𝑡 𝐷 = 𝑟𝑎𝑛𝑑𝑜𝑚(𝐷),

𝐴𝑣𝑔𝐼𝑛𝑡 𝐷 = 𝑎𝑟𝑔min(
𝑑∈𝐷

𝑎𝑣𝑔(𝑙𝑖𝑓𝑒(𝑑))), with 𝐷 the persistent interval set, and

𝑙𝑖𝑓𝑒 𝑑 = d death − d birth ; d ∈ 𝐷.
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