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#### Abstract

We study the problem of minimizing the expected cost of binary searching for data where the access cost is not fixed and depends on the last accessed element, such as data stored in magnetic or optical disk. We present an optimal algorithm for this problem that finds the optimal search strategy in $O\left(n^{3}\right)$ time, which is the same time complexity of the simpler classical problem of fixed costs. Next, we present two practical linear expected time algorithms, under the assumption that the access cost of an element is independent of its physical position. Both practical algorithms are online, that is, they find the next element to access as the search proceeds. The first one is an approximate algorithm which minimizes the access cost disregarding the goodness of the problem partitioning. The second one is a heuristic algorithm, whose quality depends on its ability to estimate the final search cost, and therefore it can be tuned by recording statistics of previous runs.

We present an application for our algorithms related to text retrieval. When a text collection is large it demands specialized indexing techniques for efficient access. One important type of index is the suffix array, where data access is provided through an indirect binary search on the text stored in magnetic disk or optical disk. Under this cost model we prove that the optimal algorithm cannot perform better than $\Omega(1 / \log n)$ times the standard binary search. We also prove that the approximate strategy cannot, on average, perform worse than $39 \%$ over the optimal one. We confirm the analytical results with simulations, showing improvements between $34 \%$ (optimal) and $60 \%$ (online) over standard binary search for both magnetic and optical disks.
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## 1 Introduction

The problem of searching with non-uniform access costs arises in many different areas: distributed systems, databases, robotics, text retrieval and geographic information systems, among others. Searching with non-uniform access costs means that each element of the set has an arbitrary access cost, which in the most general case may depend on the full access history of the search, for example if each access modifies all the subsequent costs in some way.

[^0]The simple case where each element has a fixed access cost (not modified by the search process) is considered in [1, 12]. In particular, [12] shows an $O\left(n^{3}\right)$ algorithm to build the optimal search strategy. A related problem in which the elements have the same access cost but different access probability is considered in [7]. They present an $O\left(n^{3}\right)$ time solution to build the optimal search strategy. In [13], an $O\left(n^{2}\right)$ solution is devised for the same problem. In [11, 13], under the further restriction that all searches are unsuccessful, an $O(n \log n)$ algorithm is presented. Moreover, it is easy to combine [12] and [7] to obtain an $O\left(n^{3}\right)$ algorithm for different access costs and probabilities, or for the worst case optimal strategy. It is also easy to find counterexamples showing that the techniques of $[11,13]$ do not work for different access costs.

In this paper we study a particular case of the full access history case, namely when we perform a binary search on an array, and the cost to access each element depends on the previous element accessed. This is the case of binary searching an array on disk, since the last element accessed determines the position of the disk head, which alters the access cost of every element. We present an $O\left(n^{3}\right)$ algorithm to find the optimal search strategy for this problem. This is the same complexity as in the case of fixed costs, which makes the algorithm an important contribution. We prove that for a fixed cost model, the optimal algorithm cannot improve over the standard binary search by a factor higher than $\Omega(\log n)$. This holds under an independence assumption: the access cost and the positions of the elements in the array are independent.

We also develop two practical algorithms for the same problem. Those algorithms do not necessarily yield the optimal solution but they give a reasonably good approximation at much less CPU cost $(O(n)$ in total, under the independence assumption). Both algorithms are online, i.e. they find the next element to access as the search proceeds. By only solving the necessary subproblems a lot of time is saved, at the expense of a non-optimal search strategy. The first one is an approximate algorithm, which disregards the goodness of the partition and considers only the access cost of the elements. The other algorithm is a heuristic, whose quality depends on its ability to estimate the final search cost, and therefore it can be improved over the time by storing the results of previous runs.

We also present an application for our algorithms related to text retrieval. When a text collection is large it is necessary to build an index for efficient retrieval. An important type of index is the Pat array [8, 9] or suffix array [14], which is an array of pointers to the text which are lexicographically sorted. Data access using Pat arrays is provided through an indirect binary search on the text which is usually stored in magnetic disk or optical disk. The independence assumption holds in this application.

We prove that the strategy delivered by the approximate algorithm does not cost on average more than $39 \%$ over that of the optimal algorithm. That is, our approximate algorithm is 1.39 -optimal, where the optimality is measured over the average cost of the search trees delivered. We also prove that the optimal search strategy cannot cost less than $\Omega(1 / \log n)$ times the binary search cost, on average.

We also present simulation results on both optimal and practical algorithms. For one gigabyte of text stored in magnetic disks the performance of the optimal strategy is $35 \%$ of standard binary search, while the approximate and heuristic algorithms give solutions which cost $64 \%$ and $54 \%$, respectively, of standard binary search. Similarly, for 256 megabytes of text stored in CD-rom disks the optimal strategy is $34 \%$ of standard binary search, while the approximate and heuristic algorithm obtain $69 \%$ and $65 \%$, respectively. Some of the results of this paper were presented in [6].

The outline of this paper follows. In Section 2 we formally describe the problem. In Section 3 we present and analyze an algorithm to find the optimal search strategy. In Section 4 we develop cheaper practical algorithms for the same problem. In Section 5 we analyze the optimality of the techniques. In Section 6 we show an application related to text retrieval. In Section 7 we draw some simulation results related to the application. Finally, in Section 8 we present our conclusions and future work directions.

## 2 Problem Description

Let $A[1 . . n]$ be a sorted array. Without loss of generality, we assume ascending order. We define a cost function

$$
w:[1 . . n] \times[1 . . n] \quad \longrightarrow \mathcal{R}
$$

where $w(i, j)$ is the cost of accessing $A[j]$ given that the last accessed element was $A[i]$. This models the fact that the cost depends on the last element accessed.

In the same way we model the access frequency of the array. There are two closely related variants of the problem: successful and unsuccessful search. In the successful case we find the searched element in the array, while in the unsuccessful case the element is not found, and the search ends between two adjacent elements of the array where the searched element should be. More generally, we model the access frequency with two probability functions

$$
p:[1 . . n] \longrightarrow \mathcal{R}
$$

and

$$
q:[1 . . n+1] \longrightarrow \mathcal{R}
$$

where $p(i)$ is the probability that the $i$-th element of the array is searched and $q(j)$ is the probability that the search is unsuccessful and ends between the elements $j-1$ and $j$ of the array. The elements 1 and $n+1$ stand for the searches that lie outside the range of the array elements. We also define

$$
P(i, j)=q(i)+p(i)+q(i+1)+p(i+1)+\ldots .+q(j)+p(j)+q(j+1)
$$

which stands for the probability that the search lies between the elements $i$ and $j$ in the array (including the surrounding unsuccessful searches between $i-1 . . i$ and $j . . j+1$ ).

A search path on $A$ is any sequence of positions $i_{0}, i_{1}, . ., i_{\ell}$. The cost of such a search path is defined as

$$
w\left(i_{0}, i_{1}\right)+w\left(i_{1}, i_{2}\right)+\ldots+w\left(i_{\ell-1}, i_{\ell}\right)
$$

Standard binary searching (i.e. access the middle of the array, then the middle of the remaining portion, and so on) involves tracing a search path driven by the comparisons between the searched element and the elements of the array. If we draw the balanced search tree for $A$, every path from the root to a leaf (the leaves representing inter-elements positions, with no data) is a possible search path for an unsuccessful search. A successful search is represented by a path from the root to an internal node. In this sense, the tree represents the search plan, accounting for every possible result obtained from the comparisons.

However, any binary search tree over $A$ is valid. Our problem is how to devise a search plan whose total cost is minimized. That is, to build a binary search tree where either the
average or the worst case cost over all the search paths is minimized (the trees to minimize the average and the worst case are not necessarily equal).

It is clear that a balanced search tree is optimal on average for uniform costs and uniform access probabilities. This case corresponds to $w(i, j)=1$ and either $p(i)=1 / n, q(j)=$ 0 (successful case) or $p(i)=0, q(j)=1 /(n+1)$ (unsuccessful case). Balanced trees are also optimal for uniform costs and worst case (in this case the access probabilities are not important).

We first show an algorithm for cost functions that depend only on the element to be accessed. It uses a dynamic programming scheme adapted from the ideas presented in [7, 13], where the optimal tree for $A[i . . j]$ is built by previously knowing the optimal solution to all the subintervals. The formula for the optimal worst case tree is

$$
\operatorname{cost}(i, j)=\min _{k \in i . . j}\{w(k)+\max (\operatorname{cost}(i, k-1), \operatorname{cost}(k+1, j))\}
$$

where $\operatorname{cost}(i+1, i)=0$ for all $i$. In the worst case, all searches are unsuccessful. In the average case, the successful search can terminate at an internal node, while an unsuccessful search always ends in a leaf (whose inspection cost is taken as zero). The formula for the optimal average case search tree is

$$
\operatorname{cost}(i, j)=\min _{k \in i . . j}\left\{w(k)+\frac{P(i, k-1)}{P(i, j)} \operatorname{cost}(i, k-1)+\frac{P(k+1, j)}{P(i, j)} \operatorname{cost}(k+1, j)\right\}
$$

## 3 An Algorithm to Find the Optimal Search Strategy

Since we are binary searching in the array, the key idea to solve the problem for the more complex cost function $w(i, j)$ that depends on the last position visited comes from noticing that if we have to solve the problem $A[i . . j]$, it is because we have just accessed either $A[i-1]$ or $A[j+1]$. Thus, we proceed as before, this time filling two matrices: Lcost stores the cost when we have just read the left extreme ( $i-1$ ) of the array and Rcost stores the cost when we have just read the right extreme $(j+1)$ of the array.

The two matrices are filled in a synchronized manner. For the worst case the two corresponding formulas are

$$
\begin{aligned}
& \operatorname{Lcost}(i, j)=\min _{k \in i . . j}\{w(i-1, k)+\max (R \operatorname{cost}(i, k-1), \operatorname{Lcost}(k+1, j))\} \\
& \operatorname{Rcost}(i, j)=\min _{k \in i . . j}\{w(j+1, k)+\max (R \operatorname{cost}(i, k-1), \operatorname{Lcost}(k+1, j))\}
\end{aligned}
$$

while for the average case they are
$L \operatorname{cost}(i, j)=\min _{k \in i . . j}\left\{w(i-1, k)+\frac{P(i, k-1)}{P(i, j)} R \operatorname{cost}(i, k-1)+\frac{P(k+1, j)}{P(i, j)} L \operatorname{cost}(k+1, j)\right\}$
$\operatorname{Rcost}(i, j)=\min _{k \in i . j}\left\{w(j+1, k)+\frac{P(i, k-1)}{P(i, j)} \operatorname{Rcost}(i, k-1)+\frac{P(k+1, j)}{P(i, j)} \operatorname{Lcost}(k+1, j)\right\}$
The algorithm is $O\left(n^{3}\right)$ time, the same cost of the simpler problem. At the top level we may assume a fixed initial position, or solve the top level problem for every initial position. This does not affect the whole complexity, since the solutions to the subproblems are the same.

This optimal algorithm needs to build the complete search strategy before proceeding with the search. This is acceptable if we can build the tree beforehand and later on process a large number of queries with the already built search tree. Although we need $O\left(n^{2}\right)$ space to build the optimal tree, only $O(n)$ space is needed to store it.

On the other hand, if we are going to perform a single query, the CPU cost of building all possible optimal paths may outweight the gains in many cases. In the next section we present two good search strategies to cope with this problem.

## 4 Two Online Practical Algorithms

The construction of the optimal search tree to solve a single query may be prohibitive in certain applications. We present two practical algorithms that choose a good next access point at each iteration of the search process, without building all possible search paths.

Both algorithms build the search path top-down, instead of the bottom-up dynamic programming strategy. In fact, the search tree is not completely built, only the path that we actually need to solve this particular query. This is why the algorithms are called "online": they are run for each query, unlike the optimal one which is run once and gives the optimal answer for any possible future query. In this case the obtained search path is not necessarily optimal. We call the first practical algorithm an "approximate" algorithm and the second one a "heuristic", because in the first case we can prove an optimality bound, while the second one depends heavily on heuristic decisions.

We show that both algorithms have an average CPU cost of $O(n)$ if some assumptions hold. This is much less than the $O\left(n^{3}\right)$ cost of the optimal algorithm.

### 4.1 An Approximate Algorithm

The optimal algorithm tries to balance, at each moment, the cost to access a given element and the goodness of the resulting partition. Binary search can be seen as an algorithm that simply disregards the access cost and optimizes the goodness of the partition. Our approximate algorithm, on the other hand, simply disregards the goodness of the partition and optimizes the access cost.

At the beginning of the search we consider the cost to access all the elements and then select the cheapest one. The comparison against this element will split the array in two parts (probably not equal), and the search process will discard one of the two parts. We now select, from the new subproblem (i.e. the selected partition), the element which is cheapest to access, and so on. Notice that the costs in the second iteration have no relation to those of the first iteration, since they depend on the last element accessed.

Formally, instead of the previous Lcost and Rcost optimal cost functions, we define Acost as the average cost for the approximate algorithm. Since we proceed top-down, we know which is the last accessed element, and hence Acost takes a third argument, $h$, that indicates the current access point. On average, we have

$$
A \operatorname{cost}(i, j, h)=w(h, k)+\frac{P(i, k-1)}{P(i, j)} A \operatorname{cost}(i, k-1, k)+\frac{P(k+1, j)}{P(i, j)} A \operatorname{cost}(k+1, j, k)
$$

while to optimize the worst case we have

$$
\operatorname{Acost}(i, j, h)=w(h, k)+\max (A \operatorname{cost}(i, k-1, k), A \operatorname{cost}(k+1, j, k))
$$

where in both cases $k$ minimizes $w(h, k)$. Notice that the algorithm takes the same decision regardless of whether we are optimizing the worst case or the average cost, and regardless of the access probabilities.

We analyze now the performance of this algorithm. It is important to notice that what we are analyzing is the CPU cost to obtain the search strategy, not the cost of the obtained search strategy. This last cost is the subject of the next section. As we will see shortly, however, both analysis are related.

At each step we search the minimum cost of the current array partition. This search costs $O(j-i)$ time. Initially $j-i=n$, but the next subproblems become smaller and smaller. The additional space requirement is $O(1)$.

In the worst case this algorithm is $O\left(n^{2}\right)$, since the next partition may have only one element less than the current one. This is the case, for instance, of the cost being an increasing function of the distance between the last accessed element and the current element (or just an increasing function in case of fixed access costs). Assume for instance that we begin accessing $A[1]$. The next element to access will be $A[2]$, then $A[3]$ and so on. There will be $n$ iterations of the algorithm for a total cost of $O\left(n^{2}\right)$. However, if this fact is known beforehand we do not even need to run this algorithm to find the minimum for each subproblem.

On the other hand, the analysis is very different under an independence assumption: the access costs and the positions of the elements in the array are not related, i.e. the position of the elements in the array can be considered as a random function of their access cost. In fact, this approximate algorithm only works well if this assumption holds.

Under the independence assumption, picking the element with least access cost yields a random element of the array. That is, at each iteration the array is partitioned at a random position (instead of the middle as in binary search). This resembles the quicksort pivoting process. Let $T(i, j)$ be the average amount of work to perform for $A[i . . j]$. We want to prove that $T(i, j) \leq 4(j-i)$, and hence $T(1, n) \leq 4 n$. This would prove that the total amount of work is linear on average.

We prove it by induction on $j-i$. The base case is $T(i, i)=0$, which satisfies the condition. For $j>i$ we have on average

$$
T(i, j)=(j-i)+\frac{1}{j-i} \sum_{k=i}^{j}\left(\frac{P(i, k-1)}{P(i, j)} T(i, k-1)+\frac{P(k+1, j)}{P(i, j)} T(k+1, j)\right)
$$

which by the induction hypothesis is

$$
T(i, j) \leq(j-i)+\frac{4}{j-i} \sum_{k=i}^{j}\left(\frac{P(i, k-1)}{P(i, j)}(k-i)+\frac{P(k+1, j)}{P(i, j)}(j-k)\right)
$$

which since $P(k+1, j) / P(i, j)=1-(p(k)+P(i, k-1)) / P(i, j) \leq 1-P(i, k-1) / P(i, j)$, can be pessimistically rewritten as

$$
T(i, j) \leq(j-i)+\frac{4}{j-i} \sum_{k=i}^{j}(g(k)(k-i)+(1-g(k))(j-k))
$$

where we have defined $g(k)=P(i, k-1) / P(i, j)$, which is an increasing function of $k$, going from 0 to 1 as $k$ goes from i to $j+1$. By rewriting the above equation as

$$
T(i, j) \leq(j-i)+\frac{4}{j-i}\left(\sum_{k=i}^{j}(j-k)+\sum_{k=(i+j) / 2}^{j} g(k)(2 k-i-j)-\sum_{k=i}^{(i+j) / 2} g(k)(i+j-2 k)\right)
$$

it is clear that the worst that can happen is that $g(k)=0$ for $k<(i+j) / 2$ and $g(k)=1$ for $k>(i+j) / 2$. In this case the above sum gives

$$
T(i, j) \leq(j-i)+3(j-i)=4(j-i)
$$

which proves our claim, i.e. we work $T(1, n) \leq 4 n=O(n)$.
Still under the independence assumption, we can consider the worst case of the search. That is, we assume that the partition will be random but select the worst search path that can occur under this assumption. In this case we have the formula

$$
T(i, j)=(j-i)+\frac{1}{j-i} \sum_{k=i}^{j} \max (T(i, k-1), T(k+1, j))
$$

which yields $T(1, n) \leq 4.58 n=O(n)$.
Another parameter of interest is the average number of iterations to perform on average (instead of the total amount of work). In the same spirit of the above analysis, we call $S(i, j)$ this number, which satisfies $S(i, i)=0$ and

$$
S(i, j)=1+\frac{1}{j-i} \sum_{k=i}^{j}\left(\frac{P(i, k-1)}{P(i, j)} S(i, k-1)+\frac{P(k+1, j)}{P(i, j)} S(k+1, j)\right)
$$

By using a similar technique as above, we can prove by induction that

$$
\begin{equation*}
S(1, n) \leq \frac{\ln 2}{1-\ln 2} \log _{2} n \leq 2.26 \log _{2} n \tag{1}
\end{equation*}
$$

a result that does not change if we consider the worst case under the independence assumption.
This shows that the number of iterations is logarithmic and the total cost is linear if the independence assumption holds, in the worst or average case, no matter which the access probabilities are.

### 4.2 A Heuristic Algorithm

We show now a heuristic to obtain a good next access point in $O(n)$ time. The basic idea is to mimic the formula used by the optimal algorithm. However, since we are proceeding top-down, the information on the cost to solve the subtrees is not available. We replace that information with estimated values which depend only on the size of the subproblem. Those estimations can be obtained analytically or using previous runs of the same algorithm.

Formally, instead of the previous Lcost and Rcost optimal cost functions, we define as $H$ cost the cost for the heuristic algorithm. For the average case we have

$$
\begin{equation*}
H \operatorname{cost}(i, j, h)=\min _{k \in i . . j}\left\{w(h, k)+\frac{P(i, k-1)}{P(i, j)} E \operatorname{cost}(k-i)+\frac{P(k+1, j)}{P(i, j)} E \operatorname{cost}(j-k)\right\} \tag{2}
\end{equation*}
$$

and for the worst case it holds

$$
H \operatorname{cost}(i, j, h)=\min _{k \in i . . j}\{w(h, k)+\max (E \operatorname{cost}(k-i), \operatorname{Ecost}(j-k))\}
$$

where $\operatorname{Ecost}(n)$ is the estimated cost to solve a problem of size $n$ (using this very same heuristic algorithm).

The fact that $\operatorname{Ecost}(n)$ depends only on the size of the problem is chosen for simplicity. That cost function can be more complex, for instance it may take into account where is located the segment of size $s$ in the whole array (i.e. defining $\operatorname{Ecost}(i, j)$ ), as well as which is the last element accessed (i.e. defining L.Ecost $(i, j)$ and $R . E \operatorname{cost}(i, j)$ ). However, since $E \operatorname{cost}()$ is determined analytically or based on previous runs, it is not immediate that it will be possible to successfully estimate a more complex version. The success of the heuristic depends heavily on a good estimation of $\operatorname{Ecost}()$.

We analyze now the performance of this algorithm. At each step it is $O(j-i)$ time. As in the previous section we have that initially $j-i=n$ but the sizes of the problems are reduced in the subsequent iterations. The additional space requirement is also $O(1)$.

As in the previous case, this algorithm is $O\left(n^{2}\right)$ in the worst case. Under the independence assumption we can borrow the average result from the previous section using a simple argument: the heuristic algorithm selects with higher probability those elements which are in the middle of the array, while the approximate algorithm disregards the positions completely. This shows that the search tree of the heuristic algorithm must be at least as well balanced as that of the approximate algorithm. Since this last tree has an average leaf depth of $O(\log n)$, the same happens to the heuristic algorithm. The same can be said about the total cost of the algorithm, which keeps $O(n)$ since the tree is now better balanced than before. Formally, for this argument to be true it suffices that the probability of being selected increases as the elements are closer to the middle of the array. This happens whenever $E \operatorname{cost}()$ is an increasing function.

Interestingly, the same argument can be used to show that the optimal algorithm must produce a tree whose leaves are at depth $O(\log n)$. Moreover, the constant 2.26 obtained in the previous section (Eq. (1)) is an upper bound for the heuristic and optimal trees too.

If the independence assumption does not hold, we cannot prove in general a cost better than $O\left(n^{2}\right)$. However, under the fixed cost model (independent on the last element accessed) we have that for many cost functions the new subproblem of the optimal tree is of size $\omega n$ on average, where $1 / 2 \leq \omega<1$ (see, e.g. [12]). After $i$ iterations the size of the problem is $\omega^{i} n$. The algorithm therefore performs $\log _{1 / \omega} n$ iterations, and the CPU cost is

$$
n\left(\sum_{i=0}^{\log _{1 / \omega} n} \omega^{i}\right) \leq \frac{n}{1-\omega}
$$

which is $O(n)$. If the heuristic solution is reasonably close to the optimal one, this bound applies to the heuristic algorithm too.

## 5 Analysis of Optimality

We analyze in this section the competitive ratio of the cost obtained by the optimal algorithm against standard binary search, and the practical algorithms against the optimal one.

The results of this section are rather general. We could not obtain good general results for the case of access costs dependent on the last accessed element. However, we found interesting bounds for the optimality of our algorithms applied to a fixed cost function.

We obtain more specific results later on, for the particular cost functions involved in the text retrieval application. In that case we are able to prove very similar bounds for the specific cost function involved, which depends on the last element accessed.

### 5.1 The Optimal Algorithm

A first observation is that the upper bound OptimalCost/StandardBinaryCost $\leq 1$ is tight, since when all the access costs tend to a constant the optimal strategy is the standard binary search.

We obtain now a lower bound for OptimalCost/StandardBinaryCost for the case of fixed access costs. Say that $c_{1}, \ldots, c_{n}$ are the costs $w(i)$ to access the elements, where the $c_{i}$ are arranged in increasing order. The optimal search strategy gives a tree which is not well-balanced if it finds that this undesirable arrangement is outweighted by a better total search cost. Hence, the best that can happen to the optimal algorithm is that the balanced binary search tree is already optimal. This happens when the element with minimum cost $c_{1}$ is in the middle of the array, $c_{2}$ and $c_{3}$ are at positions $n / 4$ and $3 n / 4, c_{4}$ to $c_{7}$ are at positions $n / 8,3 n / 8,5 n / 8$ and $7 n / 8$, and so on. It is easy to obtain the average or worst-case cost formula for this case. For instance, the average uniform unsuccessful search cost is

$$
\text { OptimalCost } \geq c_{1}+\frac{1}{2}\left(c_{2}+c_{3}\right)+\frac{1}{4}\left(c_{4}+\ldots+c_{7}\right)+\ldots \geq \sum_{i=1}^{n} c_{i} / i
$$

while the formula for standard binary search trees is obtained by considering that the costs are randomly placed in the tree and the search follows a complete path from the root to a leaf:

$$
\text { StandardBinaryCost }=\frac{\log _{2} n}{n} \sum_{i=1}^{n} c_{i}
$$

which gives a lower bound for the competitivity of the optimal search cost. For instance, if $c_{i}=\Theta\left(i^{\alpha}\right)$, for $\alpha>0$, then OptimalCost/StandardBinaryCost $=\Omega(1 / \log n)$. The same result holds for exponentially increasing $c_{i}$ values. On the other hand, the bound is $\Omega(1)$ if $c_{i}=O(\operatorname{poly} \log (i))$. This gives a lower bound on what can be expected from any optimization algorithm under the independence assumption.

### 5.2 The Approximate Algorithm

It is difficult to find a good general bound for the competitivity of the approximate algorithm. Although under the independence assumption we know that the number of iterations will be no more than $2.26 \log _{2} n$ (Eq. (1)), and that we will access the cheapest elements, it is possible that the optimal algorithm accesses only the $\log _{2} n$ cheapest elements and that the next element accessed by the approximate algorithm is arbitrarily expensive. We need more information about the cost function. We show later an example related to a specific application where we are able to prove an upper bound.

### 5.3 The Heuristic Algorithm

The competitivity of the heuristic algorithm against the optimal one is difficult to assess, since it is largely dependent on the $\operatorname{Ecost}()$ estimation. For instance, if we use $L \operatorname{Ecost}()$ and $R . E \operatorname{cost}()$ as explained in Section 4.2, we are in principle able to make those estimations approach the real optimal $\operatorname{Lcost}()$ and $R \operatorname{cost}()$ values, which makes the heuristic algorithm equal to the optimal one. For instance, this can be statistically obtained after a large number of queries where the real costs for all the intervals are recorded. The smaller intervals will converge first to the correct values and the larger will follow them inductively. The cost for
intervals of size 1 are correctly predicted from the beginning. Once all the intervals inside $(i, j)$ are correctly computed, we will accurately compute ( $i, j$ ). Moreover, we can keep track of which cells are already computed correctly. This can be seen as truly computing the bottom-up matrix along the querying process instead of doing it before answering any query (a kind of lazy evaluation approach).

On the other hand, if $E \operatorname{cost}()$ is incorrectly computed the heuristic algorithm can perform poorly. Assuming that the heuristic algorithm is at least as good as the standard binary search, we have that

$$
\frac{\text { HeuristicCost }}{\text { OptimalCost }} \leq \frac{\text { StandardBinaryCost }}{\text { OptimalCost }}=O(\log b)
$$

## 6 An Application to Text Retrieval

In an information retrieval environment the user expresses his information needs by providing strings to be matched and the information system retrieves those documents containing the user specified strings. When the text collection is large it demands specialized indexing techniques for efficient text retrieval. One important type of index for text retrieval is the pat array $[8,9]$ or suffix array [14]. A pat array is a compact representation of a digital tree called pat tree, because it stores only the external nodes of the tree. A pat tree is a Patricia tree [15] built on all the suffixes of a text database. The pat tree, also called suffix tree, was originally described in [13]. Each position of the text is called a semi-infinite string or suffix, defined by its starting position and extending to the right as far as needed or to the end of the text to guarantee uniqueness. In a pat array the data access is provided through an indirect sorted array of pointers to the data. Figure 1 illustrates the pat array or suffix array for a text example with nine text positions.


Figure 1: PAT array or suffix array.
This array allows fast retrieval using an indirect binary search on the text. However, we must access the text on disk to compare the query string against the suffix pointed to by a given position of the pat array. Hence, the cost of the comparison is affected by the distance between the current disk head position and the disk position of the suffix in the text, as illustrated in Figure 2.

Since the visited disk positions are random, a naive strategy using a balanced search tree may be too expensive, since a random seek involves a significant cost, especially on optical disks. Then, it is reasonable to spend CPu time in order to save disk seek time.

In [4], an indexing mechanism is proposed to perform the main part of the search in main memory. However, there is always a final part that must be searched indirectly in disk, and


Figure 2: The physical disk model. Both the pat array and the text are on disk (although the pat block to solve is brought to main memory). The pat array points to random positions of the text.
whose cost dominates the total search time. With this scheme, the final part of the pat array can be kept in main memory too, though not the text.

Only unsuccessful searches are performed in the Pat array, since the search key is converted into two infinite-length limiting keys, which are those actually searched. For example, a binary search for the key "texts" in the example of Figure 1 converts it to the limiting keys "texts" (included) to "textt" (not included). This finds the text positions 6 and 30 , corresponding to the interval from positions 7 to 8 of the pat array. Every pat array position is searched with the same probability in practice.

In the rest of this section we adapt the general searching algorithm to this problem (which is slightly more complicated). We first give a short introduction to magnetic and optical disk technology, then model the problem of searching using pat arrays on disks, and finally present the optimal and online algorithms.

### 6.1 Disk Technology

To understand the cost model associated to disks, a short explanation on disk technology is needed [ $10,3,16$ ]. Disks are divided in concentric tracks (or cylinders in the case of multiplate disks), which are subdivided in sectors. The sector is the minimum retrievable data unit. The reading device is a disk head that must move to the appropriate track and wait until disk rotation places the appropriate sector under the reading head.

Although the costs vary between magnetic and optical disks, in both cases there are three components: seek time, latency time, and transfer time. Seek time is the time needed to move the disk head to the desired disk track and therefore depends on the current head position. Latency time (or rotation time) is the time needed to wait for the desired sector to pass under the disk head. The average latency time is constant for magnetic disks and variable for CD-ROM disks, which rotate faster reading inner tracks than reading outer tracks. Transfer time is the time needed to transfer the desired data from the disk to main memory, which is proportional to the number of blocks transferred.

A simple seek cost model for magnetic disk considers the cost increasing linearly with the seek distance, in tracks. We consider a more sophisticated cost model [16], in which a single seek is composed of: (i) a speedup time, required to accelerate the disk arm until it reaches half of the seek distance or a fixed maximum speed; (ii) a coast time for long seeks, where the disk arm reachs its maximum speed; (iii) a slowdown time, needed for the disk arm to rest close to the desired track and (iv) a settle down time, where the disk head is precisely adjusted
to the desired track. Very short seeks ( $\leq 4$ tracks) are dominated by the settle down time ( $\approx 1-3$ milliseconds), while short seeks ( $\leq 200-400$ tracks) are dominated by the acceleration phase and the time is proportional to the square root of the seek distance plus the settle down time. Long seeks spend most of the time moving at a constant speed over a large number of tracks and the time is proportional to the seek distance plus a constant overhead.

The following definitions are used for the exact calculation of seek time. Let $h$ be the current track, $t$ the next track to access, $D_{\text {lim }}$ the distance (in tracks) that bounds a short seek, $C_{s h o r t(l o n g)}$ a constant overhead for short (long) seeks in milliseconds, $\theta_{\text {short (long) }}$ a proportionality factor for short (long) seeks in milliseconds/track. For $|h-t| \leq D_{l i m}$, a short seek is

$$
\operatorname{Seek}(h, t)=C_{\text {short }}+\theta_{\text {short }} \times(|h-t|)^{1 / 2}
$$

and for $(|h-t|)>D_{l i m}$, a long seek is

$$
S e e k(h, t)=C_{l o n g}+\theta_{\text {long }} \times|h-t|
$$

Let Access $\left(h, t, n_{s}\right)$ (access cost function) be the time needed to read $n_{s}$ sectors from track $t$, with the reading mechanism being currently on track $h$ and $S_{t t}$ the sector transfer time. Thus

$$
\operatorname{Access}\left(h, t, n_{s}\right)=\operatorname{Seek}(h, t)+\text { Latency }+n_{s} \times S_{t t}
$$

Let $\sigma$ be the sum of the latency and transfer time in the magnetic disk. Hence, the total cost to read a sector in a track $t$, being on track $h$, is

$$
\operatorname{Access}(h, t, 1)=\sigma+\operatorname{Seck}(h, t)
$$

Let $T$ be the number of tracks occupied by a text file. For our purposes it is better for the file to be contiguously allocated on the disk to reduce seek time. That also means that it should use as few cylinders as possible, so it should fill cylinders as completely as possible (we discuss other situations in [6]).

Let $b$ be the size of the current Pat block. Making the simplifying assumption of contiguous allocation, the average cost of naive binary search is

$$
\left[\sigma+\operatorname{Seck}\left(0, \frac{T}{3}\right)\right] \log _{2}(b+1)
$$

since the average distance between two random text positions is $T / 3$.
In CD-ROM disks the cost function is highly dependent on disk position and on the amount of the displacement of the access mechanism. An important feature to be considered is the span size capability $Q$, since inside the span the disk head is not physically displaced, and hence seek costs are negligible. The data access located within span boundaries requires a seek time of only 1 millisecond per additional track, while the access of tracks outside the span size may require 160 to 400 milliseconds.

Let $\alpha$ and $\beta$ be the growing rate of the seek time as a function of the displacement of the access mechanism (in tracks) inside and outside the span, respectively. Let $t_{0}$ be the constant factor added when a track outside the span is accessed.

The total access cost to read a sector at track $t$ with the head anchored at track $h$ is

$$
\operatorname{Access}(h, t, 1)= \begin{cases}\sigma+\alpha|h-t| & \text { if }|h-t| \leq Q / 2 \\ \sigma+t_{0}+\beta|h-t| & \text { if }|h-t|>Q / 2\end{cases}
$$

This model is a simplification. The rotational latency is directly proportional to the position of the data on the disk, due to the constant linear velocity (clv) physical format. We are using an average value. The seek time is linearized, although it also depends on the position on the disk.

Assuming contiguous allocation (quite realistic on optical disks) the naive search cost is

$$
\left(\sigma+t_{0}+\frac{T}{3} \beta\right) \log _{2}(b+1)
$$

In Section 7 we give values to all the parameters of both cases.

### 6.2 Modeling the Problem

We explain now how the general problem of building the optimal search tree is adapted to this application.

When binary searching on Pat arrays the cost of the comparisons is affected by the distance between the current disk head position (which depends on the last position visited) and the disk position of the suffix (which is determined by the pat array position to visit). This can be modeled with our cost function, namely

$$
w(i, j)=\operatorname{Access}(\operatorname{PAT}[i], \operatorname{PAT}[j], 1)
$$

As explained, only unsuccessful searches are performed and every place is equally probable. This corresponds to the uniform unsuccessful case, i.e.

$$
\frac{P(i, k-1)}{P(i, j)}=\frac{k-i+1}{j-i+2} \quad \frac{P(k+1, j)}{P(i, j)}=\frac{j-k+1}{j-i+2}
$$

Finally, since the pat array is in practice a random permutation of the text suffixes, the independence assumption holds in this application.

We need now the following definitions. Let $b$ be the size of the current pat block. Note that $b$ is reduced at each iteration in the algorithms. Let track $(i)$ be the disk track where the position $i$ of the pat block points to. We say that track(i) "owns" position $i$. Let a useful sector be a sector that owns at least one position in the current pat block. Let useful( $(t)$ be the number of useful sectors in a track $t$. Let newsize $(t)$ be the expected size of the pat block at the next iteration, after reading track $t$.

Given the high cost to access a track compared to the transfer time, once we are in position to read one track, we read it completely. Hence, by accessing one element in the array we are in position to perform more than one comparison at the same cost. The search is not binary anymore, but multi-way. When we read a track, we compare the query against all the elements pointing to that track, cutting the array in many segments. Only one segment qualifies for the next iteration.

Because we use a uniform model, the probability that a given segment is selected for the next iteration is proportional to its size. More formally, suppose the positions of a pat block of size $b$ are numbered $1 . . b$, and that positions $p_{1}, p_{2}, \ldots p_{k}$ of the pat block point to track $t$ (i.e. track $t$ "owns" positions $p_{1} \ldots p_{k}$ ). After reading track $t$ we can compare the search key with the text strings and only one of the segments qualifies as the next subproblem. Figure 3 shows an instance of a partition of the Pat block containing 8 segments generated by the text strings of a track $t$.


Figure 3: A Pat block partition generated by all text keys of a track $t$.

Thus

$$
\text { newsize }(t)=\sum_{i=1}^{k+1}(\text { Length of segment } i) \times(\text { Prob. of } i \text { being selected })
$$

that is

$$
\begin{equation*}
n e w s i z e(t)=\sum_{i=1}^{k+1} \frac{\left(p_{i}-p_{i-1}-1\right)^{2}}{b} \tag{3}
\end{equation*}
$$

where $p_{0}=0$ and $p_{k+1}=b$.

### 6.3 The Optimal Algorithm

We need to adapt the optimal algorithm to this case, since the search is not binary anymore. A comparison may have more than two outputs. More specifically, for a given position $i$, if $\operatorname{track}(i)$ owns $k$ positions then there are $k+1$ possible outcomes after reading all the text on track(i).

We define the costs as before, adapted to this problem and with more algorithmic detail. Observe that, except for the first and the last segments, the other segments must have Lcost $=$ Rcost, since the same track owns their previous and next positions, and hence their costs are the same regardless of from where are we getting into them.

Thus, we fill two matrices:

- Lcost $[x, y]$ is the optimal time to solve the problem from positions $x$ to $y$, when the disk head is on $\operatorname{track}(x-1)$ (undefined if $x=1$ ).
- Rcost $[x, y]$ is the optimal time to solve the problem from positions $x$ to $y$, when the disk head is on $\operatorname{track}(y+1)$ (undefined if $y=b$ ).

The matrices are filled diagonally for increasing values of $y-x$. Each matrix cell stores the minimum cost to solve the block $[x, y]$, starting either from the left $\operatorname{track}(x-1)$ position or from the right $\operatorname{track}(y+1)$ position of the block:

- Initially, Lcost $[x, x-1]=\operatorname{Rcost}[x, x-1]=0$.
- Then,

$$
\begin{aligned}
\operatorname{Lcost}[x, y]=\min _{t=\operatorname{track}(j), j \in x . y} & (\text { Access }(\operatorname{track}(x-1), t, u \operatorname{seful}(t))+ \\
& \frac{p_{1}-p_{0}-1}{y-x+1} \mathrm{Rcost}\left[p_{0}+1, p_{1}-1\right]+ \\
& \left.\sum_{i=2}^{k+1} \frac{p_{i}-p_{i-1}-1}{y-x+1} \operatorname{Lcost}\left[p_{i-1}+1, p_{i}-1\right]\right)
\end{aligned}
$$

and the same for Rcost, replacing $x-1$ by $y+1$ inside Access(...). Notice that, for $i \in 2 . . k$, Lcost $=$ Rcost inside the sum.

In the top level, we may compute the optimal cost assuming we start at a specific track, or for all possible tracks. We must also store the track $t$ selected at each position, to be able to build the optimum search tree. The time cost of this algorithm is $O\left(b^{3}\right)$, which makes it impractical for use at query time if $b$ is large, since calculations could demand more time than the savings produced by the smart search strategy.

However, the scheme may be useful at indexing time. Although the matrix needs $O\left(b^{2}\right)$ space, the optimum search tree needs only $O(b)$ space, and it can be stored together with each block in the index. At query time, we just use the optimal precomputed tree to drive the search.

Stated that way, the scheme duplicates the space requirements of the index, but this can be greatly reduced by observing that the easiest part of the tree to compute is that needing more space: the leaves. That is, we do not store the leaves of the tree but recompute the needed leaves at query time. Leaves correspond to size- 1 problems. This saves at least half of the space (it can be more, since the tree may not be binary).

In general, we can store all the tree except the last $\ell$ levels, then using at most $1 / 2^{\ell}$ additional space, and having to work $O\left(\left(2^{\ell}\right)^{3}\right)=O\left(8^{\ell}\right)$ time and use $O\left(4^{\ell}\right)$ space to rebuild that part of the index at the needed point. For instance, we may pay for $1 / 32(3 \%)$ additional index space and perform near $30,000 \mathrm{CPU}$ operations on 1 Kb space at index time, which is negligible. This is a very attractive trade-off to achieve optimality.

Next we present two alternatives to avoid the precomputation of the optimal search tree when this is not possible. We can apply a practical algorithm until obtaining a Pat block size small enough to be tractable with the $O\left(b^{3}\right)$ optimal strategy mentioned in the previous section. However, it has been found experimentally that this is not necessary, because all the algorithms behave quite similarly for small $b$.

### 6.4 The Approximate Algorithm

The general online approximate algorithm presented in Section 4.1 can be used in the more complex scheme with almost no changes. The corresponding formula is

$$
\operatorname{Acost}(i, j, h)=\operatorname{Access}(h, t, u s e f u l(t))+\operatorname{Ecost}(n e w \operatorname{size}(t))
$$

where $t=\operatorname{track}(k)$ for $k \in i . . j$ which minimizes $\operatorname{Access}(h, t, u s e f u l(t))$.
Figure 4 presents the approximate algorithm. Observe that we can simply traverse the pat block from left to right, keeping the cheapest track to access. This is $O(b)$ in the worst and average case. The total space requirement is $O(1)$.

For the access cost functions that we are considering, this algorithm behaves in a very simple way. If started on an extreme of the text, it will make a single sequential pass over the text, reading in its way any suffix which is still inside the current pat block partition. As the search proceeds, less and less suffixes will be of interest.

The analysis is very similar to that of the general approximate algorithm of Section 4.1. However, we can improve the constants now. In our application, a track may own many positions, which makes it able to generate a new partition much smaller than $b / 2$. For simplicity we assume in this analysis that a track owns just one position (which is pessimistic).

```
Search (bPAT, head)
    while (size of bPAT > 0)
    {
        compute S = set of useful tracks (which own a position of bPAT)
        t = s in S which minimizes Access(head,s,useful(s))
        move to t and read all keys from useful sectors
        bPAT = appropriate new partition (after search key comparison with keys read)
        head = t
    }
```

Figure 4: Online approximate algorithm.

In this application, there is no relationship between the cost of an element and its position in the array, i.e. the independence assumption holds. As explained, this algorithms optimizes the access cost with no regard to the goodness of the partition, and therefore its access pattern to the array is truly random. In our application we are interested in unsuccessful searches where any leaf is equally probable (i.e. $p(i)=0, q(j)=1 /(n+1)$ ). Let $T(b)$ the total amount of work to perform on a block of size $b$, then $T(0)=0$ and

$$
T(b)=b+\frac{1}{b} \sum_{i=1}^{n}\left(\frac{i}{b+1} T(i-1)+\frac{b-i+1}{b+1} T(n-i)\right)
$$

whose solution is $S(b)=3 b-4 H_{b+1}+2=O(b)$. That is, the constant is not 4 but 3 in our case. On the other hand, let $S(b)$ be the average number of iterations to perform for an array of $b$ elements. Then $S(0)=0$ and

$$
\begin{equation*}
S(b)=1+\frac{1}{b} \sum_{i=1}^{b}\left(\frac{i}{b+1} T(i-1)+\frac{b-i+1}{b+1} T(b-i)\right) \tag{4}
\end{equation*}
$$

whose solution is $S(b)=2\left(H_{b}-1+1 /(b+1)\right)=2 \ln b+O(1)$, which is $O(\log b)$, and more precisely $39 \%$ over standard binary search (instead of our general result of $126 \%$ over standard binary search of Eq. (1)). This also proves that the average leaf depth in the optimal tree is $O(\log b)$, and that the average number of iterations of the approximate algorithm is $O(\log b)$. Moreover, there are at most $39 \%$ more iterations over standard binary search (on average).

### 6.5 The Heuristic Algorithm

The general online heuristic algorithm presented in Section 4.2 can also be used in the more complex scheme, although there are some complications. The corresponding formula is

$$
H \operatorname{cost}(i, j, h)=\min _{t=\operatorname{track}(k), k \in i . . j}(\operatorname{Access}(h, t, u \operatorname{seful}(t))+\operatorname{Ecost}(n e w s i z e(t)))
$$

where $\operatorname{Ecost}(b)$ is the average estimate of the cost of the algorithm for a Pat block of size $b$. The estimation can be done by storing times of previous runs or by analytical or experimental data about the performance of the algorithm. We show later simulation results to estimate Ecost. Figure 5 presents the heuristic algorithm.

Observe that we can traverse the pat block from left to right, computing the set of useful tracks. At the same time we can compute the sum of squares of the segments of the partition

```
Search (bPAT, head)
    while (size of bPAT > 0)
    {
        compute S = set of useful tracks (which own a position of bPAT)
        compute newsize(s), for each s in S (recall Eq. (2))
        t = s in S which minimizes Access(head,s,useful(s)) + Ecost(newsize(s))
        move to t and read all keys from useful sectors
        bPAT = appropriate new partition (after search key comparison with keys read)
        head = t
    }
```

Figure 5: Online heuristic algorithm.
that each track produces in the pat block using Eq. (3), since it determines the average size of the subproblem generated by that track (newsize). If the Pat block is traversed from left to right, it is easy to accumulate the sum of squares, by recording the previous node owned by each track, together with the current sum of squares. Therefore, both $S$ and newsize can be computed in one pass.

We analyze this algorithm now. In the average case, this algorithm is $O(b)$ per iteration (note that $b$ decreases at each step), since at most $b$ tracks may be useful and they may be stored in a hash table to achieve constant search cost (when searching for a track in $S$ ). In the worst case, the algorithm is $O(b \log b)$ per iteration. The total space requirement is $O(b)$.

Since, as explained, this heuristic tries to balance the goodness of the partition with the access cost, we can pessimistically borrow the average results of the previous section. This shows that we work at most $3 b=O(b)$ on average and perform at most $1.39 \log _{2} n$ iterations. On the other hand, we work $O\left(b^{2} \log b\right)$ in the worst case.

### 6.6 Analysis of Optimality

We resume in this section the general analysis of optimality of Section 5, this time focused on our particular search cost. We consider here a cost function which depends on the last element accessed. Our aim is to show that for this application

$$
\frac{\text { OptimalCost }}{\text { StandardBinaryCost }}=\Omega\left(\frac{1}{\log b}\right)
$$

from where it follows that, assuming HeuristicCost $\leq$ StandardBinaryCost,

$$
\frac{\text { HeuristicCost }}{\text { OptimalCost }}=O(\log b)
$$

where we recall that $b$ is the size of the array and $n$ is the text size. We also prove that

$$
\frac{\text { ApproximateCost }}{\text { OptimalCost }} \leq 1.39
$$

which shows that our approximate algorithm cannot deliver a solution whose average cost is more than $39 \%$ over the optimal one. That is, our approximate algorithm is 1.39 -optimal, where the optimality is measured over the average cost of the solutions (i.e. search trees) delivered.

For simplicity we explain the case of a binary search, since the case of multiway searching does not affect the order of the solution. We use a simplified access cost function, namely

$$
w(i, j)=X+Y|\operatorname{PAT}[i]-\operatorname{PAT}[j]|
$$

which in both disk models is correct for long seeks. The details for shorter seeks do not affect the order of the solution.

Imagine that we are at the beginning of the text on disk. On average, the text suffixes corresponding to the PAT block are uniformly spread in the text. The best that can happen at this point is that the cheapest element to access (the first suffix of this block) divides the array in two (i.e. PAT[b/2] is the first text suffix of this block). The best next thing that can happen is that the next two suffixes correspond to PAT[b/4] and PAT[3b/4], and so on. If all this happens, we complete any binary search with a single pass over the text on disk. Following this scheme, the leaves of the tree are in the second half of the text, and hence the unsuccessful search ends somewhere in that second half. Hence, this optimistic optimal search cost is

$$
\text { OptimalCost } \geq \text { MinOptimalCost }=X \log _{2} b+Y 3 n / 4
$$

while the standard binary search cost is

$$
\text { StandardBinaryCost }=(X+Y n / 3) \log _{2} b
$$

(since $n / 3$ is the average distance between two random positions in the interval $(1, n)$ ). This shows that the competitive ratio OptimalCost/StandardBinaryCost is $\Omega(1 / \log b)$. That is, we cannot improve the binary search by a factor larger than $O(\log b)$. The smaller the pat block, the closer the binary search to the optimal strategy.

We consider now the approximate algorithm. Since it ignores the goodness of the partition and looks only to the cheapest access cost, if we start at the beginning of the text it will pass sequentially over the text (never going back), reading any suffix that is inside the current partition. Since the array is partitioned at random positions in this process, the analysis of the previous section applies to the number of accesses (Eq (4)). Since we never go back in the text, we at most read it completely. Hence,

$$
\text { ApproximateCost } \leq X \times 1.39 \log _{2} b+Y n
$$

which divided by MinOptimalCost gives the upper bound

$$
\text { ApproximateCost } \leq 1.39 \times \text { MinOptimalCost } \leq 1.39 \times \text { OptimalCost }
$$

Since the strategy delivered by the approximate algorithm is possible, the optimal strategy cannot be worse. Hence, since OptimalCost $\leq$ ApproximateCost, we have

$$
\text { MinOptimalCost } \leq \text { OptimalCost } \leq 1.39 \times \text { MinOptimalCost }
$$

It is interesting to compare this result against previous work. In [12], it is proven that the optimal search cost on an array where $w(i)=i^{p}$ is $O\left(n^{p} \log n\right)$. This is similar to our case when $p=1$, although there is no advantage in accessing nearby positions. In this case, the optimal search cost is a constant fraction of the standard binary search cost.

On the other hand, in [1, 2] a different model is introduced, called "hierarchical model with block transfer", where once position $j$ is accessed, the neighbor elements can be also accessed at low cost. This resembles (though it is not equal to) the disk cost model. Perhaps not surprisingly, they show that for $w(i)=i^{\alpha}$ for real $\alpha>0$, the optimal binary search cost is $O\left(n^{\alpha}\right)$, which is $\Theta(1 / \log n)$ times the cost of standard binary search. This corresponds to our competitive ratio (in our case $\alpha=1$ ).

## 7 Simulation Results

We developed a simulation program to perform the actions of the optimal, approximate and heuristic algorithms. We did not perform real experiments because they depend on the scheduling algorithm for moving the disk arm and the placement algorithm for storing files in the disk. Moreover, normal operating systems do not give a time profile for each disk operation nor separate them from other internal tasks. Therefore, from real experiments it is not possible to extract, from the overall time, how much corresponds to each task when searching, and it is not possible to assume that the file is stored contiguously in the disk. In fact, the results of our simulation show that managing the disk as we propose for our particular application pays off, and this could make worthwhile to modify the operating system code for this application.

The simulator maps the text file on the disk sectors and tracks, either magnetic or optical, and computes the time needed to access and read any disk position. For a text with $n$ index points and a pat block with $b$ elements, the simulator generates $b$ random pointers in the range 1..n. These pointers represent a set of random disk text positions which are stored in a table with $b$ entries. The track number corresponding to each entry is also computed and stored in the table. By definition, all text index points associated to pat array entries are in lexicographic order. We use this property to associate an integer (in ascending order from left to right) to each pat block entry as a text representation. This approach has been validated experimentally in [5].

The parameters of interest in the simulation are: the text size, the pat block size, $b$ (usually ranging from 32 to 512 elements [4]), and the access time function for the disk and reading devices, either magnetic or optical, as shown in Section 6.1. We consider an average word length of 6 characters. We assume that all files are contiguously stored in the disk starting at track 1. In our experiments we used texts ranging from 256 megabytes to 1 gigabyte for magnetic disks and ranging from 64 megabytes to 256 megabytes for CD-ROM disks.

For each iteration of the heuristic algorithm the simulator scans the current pat block and computes the sum of squares as described in Eq. (3). Then, a next track is selected according to the cost minimization criteria of the heuristic algorithm and a new partition in the current PAT block is obtained, until the search key is found.

To implement the heuristic algorithm it is necessary to have a definition for $\operatorname{Ecost}(s)$ of Eq. (2), the expected cost to solve a problem of size $s$. The definition of this cost formula is important for the performance of the heuristic algorithm. We tested a number of different approach for the cost formula.

The simplest choice is to assume that the algorithm behaves as the naive binary search, where

$$
\operatorname{Ecost}(n)=\operatorname{StandardBinaryCost}(n)
$$

One approach that presented good results is the following: the selected track $t$ is the one
that minimizes the sum of the access cost for track $t$ from track $h$ and the average size of the new partition problem, both normalized to the range [ $0 \ldots$ ] ] , i.e.

$$
\frac{\operatorname{Cost}(h, t)}{\operatorname{MaxCost}(h, t)}+\frac{N e w \operatorname{Size}(t)}{\operatorname{MaxNewSize}(t)}
$$

where $\operatorname{Max} \operatorname{Cost}(h, t)$ and $\operatorname{MaxNewSize}(t)$ are the largest values for the two components in the current block. This approach to estimate $\operatorname{Ecost}(s)$ presented results up to $15 \%$ better than the naive binary search approach.

An alternative approach to estimate $E \operatorname{cost}(s)$ is to record statistics on previous runs of the algorithm, using them to estimate the costs in the future. This scheme does not need any theoretical assumption, and can adapt to cost changes that may happen along time (e.g. the text file becomes more fragmented on disk).

We now describe the simulation of the approximate algorithm. For a text with $n$ index points, a PAT block with $b$ pointers is obtained using the same procedure given in the beginning of this section. The text positions (disk tracks) are sorted in ascending order in an auxiliary array, together with their original position (from $1 \ldots b$ ) in the Pat block, that is, the index of each text pointer in the original block. The search starts by reading the first text position in the sorted array. The text suffix pointed to by this position is compared with the search key and a new left or right bound for the next subproblem is found. Next, a new block partition is selected and the algorithm can now decide if a given text position in the current block is worth reading or not. During the next iterations, the algorithm proceeds by reading only the interesting text positions of the current block, until the key is found.

Table 1 presents the parameters used for magnetic and CD-ROM disks simulations, for both approximate and optimal algorithms [5, 16].

| Parameters | Magnetic disk <br> HP97560 | Optical disk <br> CD-ROM |
| :--- | :---: | :---: |
| Disk capacity (MB) | 1,370 | 600 |
| Sector length (bytes) | 512 | 2,048 |
| Track capacity (sectors) | 72 | $9-21$ (variable) |
| Number of heads (tracks/cylinder) | 19 | 1 |
| Number of cylinders | 1,962 | 22,500 |
| Transfer rate $(\mathrm{MB} /$ second $)$ | 2.4 | 1.2 |
| Sector transfer time $\left(S_{t t}\right.$, millisecs $)$ | 0.2 | 1.6 |
| Average latency $\left(t_{r}\right.$, millisecs $)$ | 7.5 | 61.0 |
| Short seek overhead $\left(C_{\text {short }}\right.$, millisecs $)$ | 3.24 | 1.0 |
| Long seek overhead $\left(C_{\text {long }}, t_{0}\right.$, millisecs $)$ | 8.00 | 160.0 |
| Short seek boundary $\left(D_{\text {lim }}\right.$, tracks $)$ | 383 | $20-40$ (span size) $)$ |
| Short seek factor $\left(\theta_{\text {short }}\right.$, millisecs $/$ track $)$ | 0.400 | - |
| Long seek factor $\left(\theta_{\text {long }}\right.$, millisecs $/$ track $)$ | 0.008 | - |
| Short seek rate $(\alpha$, millisecs $/$ track $)$ | - | 1.0 (inside span) |
| Long seek rate $(\beta$, millisecs $/$ track $)$ | - | 0.01 (outside span) |

Table 1: Parameters used for magnetic and CD-ROM disks simulations.

As our model is based on unsuccessful search, we ran a set of 200 unsuccessful random searches for each text and Pat block size, both for optical and magnetic disks. For comparison


Figure 6: Relative cost for the optimal, approximate and heuristic algorithms for data stored in magnetic disks.
purposes, the same set of random pointers and search key for each simulation run were used by all the algorithms (optimal, heuristic, approximate and the standard binary search algorithm). The simulations were repeated for successful searches, for comparison purposes. We found that the analytical results for unsuccessful searches are very close to our simulation results, while the simulated successful searches are 10 to $15 \%$ faster than the unsuccessful ones. For example, using the magnetic disk specifications presented in Table 1, the analytical cost (unsuccessful) for a naive binary search on 512 megabytes of text with a block size of 256 pointers is 116 milliseconds. Our simulator gives 109 milliseconds for an unsuccessful search and 96 milliseconds for a successful search.

The results for the optimal, approximate and heuristic algorithms are shown in Figure 6 for magnetic disks, for 1 gigabyte text files. Figure 7 shows the results for CD-rom disks, for 256 megabytes text files. The values in both plots represent the relative cost, having the standard binary search as reference (StandardBinaryCost $=1$ ). The average values used in the plots for the approximate and heuristic algorithms are $95 \%$ confident within the interval of at most $\pm 0.16$ for magnetic disks and at most $\pm 0.20$ for CD-ROM disks.

In the following paragraphs we present some comments derived from the simulation results.
The simulation results have shown that each disk parameter in the cost function have different significance in the overall retrieval cost, depending on how much the file is spread on the disk tracks. Thus, a non-monotonic variation of the relative cost can be observed for the approximate and heuristic algorithms, depending on file size, file layout and disk geometry. Small files occupy few tracks in the disk and each track owns many positions of the pat block, which makes the savings on latency larger than the savings on seek costs. Large files, distributed in many tracks on the disk, give more margin for savings on seek costs. We verified experimentally this conclusion, by cancelling separately the influence of the seek costs and latency costs in the simulator. The relative cost is monotonic on both file size and $b$ when we consider only the latency cost (with seek cost null), and non-monotonic on file size and constant on $b$ when we consider only seek cost (with latency cost null).


Figure 7: Relative cost for the optimal, approximate and heuristic algorithms for data stored in CD-ROM disks.

The experimental average head displacement, in tracks, using the standard binary search is $0.31 T \leq$ AverageHeadDisp $\leq 0.37 T$ (recall that $T$ is the number of tracks occupied by a text file). The same measure for the heuristic algorithm presents no significant difference for small files: for instance, a 10 megabytes file has an experimental average head displacement of 0.35 T . However, for large files the heuristic algorithm beats the standard binary search: for instance, for files larger than 250 megabytes we obtained an average head displacement smaller than $0.1 T$. This result confirms that the savings on seek costs have more weight for larger files.

The simulations for the approximate algorithm confirmed that most of the savings rely on the reduction of the average seek distance. For this algorithm, the experiments have shown that the average number of seeks are very close to $O\left(\log _{2} b\right)$, which is the expected cost of the standard binary search. We also observed that the non-linearity of the disk cost function imposes a penalty on the performance gain of both approximate and heuristic algorithm, due to: (i) in the magnetic disk, the convex function (square root for short seeks) makes the sum of a large number of short seeks larger than one long seek comprising the same space; (ii) in the CD-ROM disk, the double slope cost function exhibits a much higher slope for short seeks, producing a similar distance-cost trade-off problem. We run a set of simulations using a purely linear cost function and we obtained a much higher performance gain of both the approximate and heuristic algorithms. Thus, if the storage device exhibits linear cost function, the new practical algorithms present higher performance gains for similar searching problems.

The analytical upper bound ApproximateCost/OptimalCost $\leq 1.39$ could not be verified with the experiments, for large values of $b$, due to the distance-cost trade-off problem. However, it was verified when we used a linear cost function. As the optimal algorithm gives more weight to the goodness of the partition, its behavior is almost independent of the cost function.

Finally, the simulation results for the optimal algorithm show that a performance gain can be achieved over the approximate and heuristic algorithms. However, we emphasize that the optimal strategy cannot be directly used at search time because of its higher complexity
(although it can be used at indexing time). In practical terms, this means going from the range of milliseconds to several minutes in actual execution time. On the other hand, both algorithms perform quite similarly for small blocks. For example, for $b=32$ and a text file of 1 gigabyte stored in a magnetic disk, the optimal strategy costs 75 milliseconds, while the approximated algorithm costs 79 milliseconds. Thus, it is not worth to switch from the practical to the optimal algorithm, when the value of $b$ is small with large texts.

## 8 Conclusions

We addressed the problem of searching with different access costs, when they depend not only on the element to be accessed, but also on the last element visited. We have shown an optimal tree construction algorithm whose complexity is the same as the classical solution to the simpler problem of costs depending only on the element to be accessed. We also presented two practical online algorithms that compute only the part of the tree that is needed, at a much smaller cost. The algorithms perform quite well, and are suitable for practical cases in which a costly preprocessing cannot be afforded. We also present bounds on the competitive ratios.

We presented a case study to which the algorithms can be adapted, related to the different access costs of indirect search on disks. This application is a real problem brought from the text retrieval field. We described the cost model, enhanced the general algorithm to account for the real world added complications and presented simulation results regarding the performance gains over magnetic and optical disks. We also proved bounds on the competitive ratio of the optimal and practical algorithms tailored to this application.

The problem of searching with different access costs is quite general, and different complications appear for particular cases. Our treatment of the more complex case in which the cost depends on the last element visited is a step toward more general solutions. For example, the cost could be dependent on a longer previous set of accesses, or on the full history of the search. It is easy to solve the problem of dependence on $k$ previous accesses in $O\left(n^{k+2}\right)$ time, but good solutions to those problems are still to be devised. We believe that dependence on the full history is NP-Complete.
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